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This is a hard talk to give...
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Some fun stats about MeDiCI

ÅA combined on-disk capacity of 8.73PB of cache.

ÅA total write-workload since going into production of ~33PB.

Å> 2000 collections of data hosted.

ÅInfrastructure powered two different ARC Laureate 2018 award 
winners with over $8.2m AUD in grant successes from data running 
atop this platform.

Å2.5 billion files under management.

ÅTotal throughput capability of ~52GB/sec to front end caches.
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100's of TB's per dayof:
* Imaging data from microscopes (confocal, super res, LLSM)

* CryoEMfrom CMM
* MRI from CAI

* NanoFabSIM from AIBN
* Genomics from IMB

...

Meet the family.



Scientific infrastructure of immense scale



¦vΩǎ ǎǳǇŜǊŎƻƳǇǳǘƛƴƎ ǎǘǊŀǘŜƎȅ -wƛƎƘǘ ǎǳǇŜǊŎƻƳǇǳǘŜǊ ŦƻǊ ǘƘŜ ǊƛƎƘǘ ǘŀǎƪΦ ά.Ŝǎǘ Ŧƛǘέ

Tinaroo- 7000 cores of 
Intel Broadwell. Tight 
MPI, massively parallel, 
Infiniband FDR 
connected
ά¢ǊŀŘƛǘƛƻƴŀƭέ It/Φ

FlashLite- 1632 cores 
of Intel Haswell. High 
memory footprint, 
virtual SMP (ScaleMP), 
high throughput. SSD 
/tmp in each node.

Awoonga- 1032 cores 
of Intel Broadwell. 
Loosely coupled, 
embarrassingly 
parallel, high latency 
tolerant workloads. 
Ethernet connected 
HPC.



¢ƻ ŎƻǇŜ ǿƛǘƘ мллΩǎ ƻŦ ǘŜǊŀōȅǘŜǎ ǇŜǊ Řŀȅ ƻŦ ƛƳŀƎƛƴƎΣ ƎŜƴƻƳƛŎǎ ŀƴŘ ǎŜƴǎƻǊ 
data, UQ turned to GPU accelerated supercomputing to solve its significant 
and complex problems.

The era ofaccelerator basedsupercomputing



WIENER

First NVIDIA Volta based 

production system in Asia Pacific, 

3rd in the world

189,440 CUDA cores, 23,680 

dedicated hardware tensor cores

100Gbit/sec EDR non -blocking 

fabric; 1.9Tbit of combined 

signaling capability

A dual parallel filesystem 
approach

BeeGFS + GPFS, delivering 
180GB/sec and 25m IOPS of 

sustained performance in RDMA 

connected nVME flash

MeDiCI
òBornó connected 

natively to UQ RCCõs 

parallel filesystem 
data fabric; 2.75µs 

RDMA to instrument 

data from around 
UQ.

OpenHPC Reference Site

~4.3 petaFLOPS of accelerated

Compute capability; UQõs fastest 

HPC facility

Deconvolution Accelerated EM Deep Learning & AI

Amber protein 
structure seek 
acceleration



The most powerful dedicated 
GPU volta-class system in the 
southern hemisphere, 
currently.



A pervasive set of problems...

ÅThe movement of data.

ÅPeople not _wanting_ to move their data to the experiment.

ÅPeople not _wanting_ to micro-manage where the data is.

ÅtŜƻǇƭŜ ŀǎǎǳƳƛƴƎ ƛǘ ƛǎ άǎŀŦŜέ ǿƘŜǊŜ ƛǘ ƛǎΦ

ÅtŜƻǇƭŜ ŀǎǎǳƳƛƴƎ ƛǘ ƛǎ άƴŜȄǘ ǘƻέ ǘƘŜ ŎƻƳǇǳǘŜ ǊŜǎƻǳǊŎŜΦ

ÅPeople misunderstanding preservation + archiving.

ÅRetention.

ÅLocality to the instrument itself




